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Abstract. Predicting a potential collision with leading vehicles is an
essential functionality of any autonomous/assisted driving system. One
bottleneck of existing vision-based solutions is that their updating rate
is limited to the frame rate of standard cameras used. In this paper,
we present a novel method that estimates the time to collision using a
neuromorphic event-based camera, a biologically inspired visual sensor
that can sense at exactly the same rate as scene dynamics. The core
of the proposed algorithm consists of a two-step approach for efficient
and accurate geometric model fitting on event data in a coarse-to-fine
manner. The first step is a robust linear solver based on a novel geomet-
ric measurement that overcomes the partial observability of event-based
normal flow. The second step further refines the resulting model via a
spatio-temporal registration process formulated as a nonlinear optimiza-
tion problem. Experiments on both synthetic and real data demonstrate
the effectiveness of the proposed method, outperforming other alterna-
tive methods in terms of efficiency and accuracy. Dataset used in this
paper can be found at https://nail-hnu.github.io/EventAidedTTC/.
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1 Introduction

The ability to identify objects that pose a conflicting threat to the host vehicle
and make a brake decision is fundamentally important in Level-2 and beyond
autonomous/assisted driving techniques. The time for such a potential collision
between the host vehicle and the leading vehicle is coined by time to collision
(TTC), which has been used for alerting drivers and autonomous driving sys-
tems for deceleration. The most straightforward way to calculate TTC requires
knowing the absolute distance and relative speed between the two vehicles. Thus,
LIDAR/Radar based solutions are typically applied [33,38]. However, it has been
witnessed that experienced human drivers perform well on controlling the rela-
tive speed adaptively, indicating that visual information alone is enough for the
task of TTC estimation.

⋆ equal contribution; B corresponding author (eeyzhou@hnu.edu.cn).

https://orcid.org/0000-0001-6196-6165
https://orcid.org/0009-0007-7739-4879
https://orcid.org/0000-0001-6376-8584
https://orcid.org/0000-0002-9767-6220
https://orcid.org/0000-0002-5573-2909
https://orcid.org/0000-0003-3201-8873
https://nail-hnu.github.io/EventAidedTTC/


2 J. Li, B. Liao et al.

(a) Geometry of the event-based TTC problem. (b) Motion of contours and the
corresponding events triggered.

Fig. 1: Illustration of the TTC estimation problem. (a) The leading vehicle is perceived
by an following observer. (b) Events are triggered as the image size of the leading vehicle
varies in the presence of relative speed. A motion flow field of outward expansion is
visible in the close-up of the proposed image representation of events (see 3.3 for detail),
indicating a decrease in the relative distance and an increase of collision risk.

There is a large body of literature on TTC estimation using standard cameras
[5, 22–25, 28, 35, 36]. The most widely studied case uses a monocular standard
camera and calculates the TTC using a pair of successive images. The leading
car’s scale (i.e., image size) varies in the presence of relative speed w.r.t the
host vehicle, and the TTC can be recovered from such a scale variation. One
bottleneck of these solutions is that their updating rate is limited to the frame
rate of standard cameras. Standard cameras used in autonomous/assisted driving
systems typically run around 10 Hz due to the consideration of cost, bandwidth,
and energy consumption. The interval between two successive exposures (i.e.,
100 ms), even not taking into account the computation time of the applied TTC
algorithm, can be a notably big latency to a collision warning system, especially
when the relative speed increases drastically.

Event-based cameras are biologically-inspired novel sensors that mimic the
working principle of vision pathway of human beings. Different from standard
cameras, an event-based camera reports only brightness changes at each pixel
location asynchronously. This unique characteristic leads to much better per-
formance in terms of temporal resolution and dynamic range. Therefore, event
cameras are inherently well-qualified to deal with robotics applications involving
aggressive motion [8, 29] and high dynamic range (HDR) scenarios [27,30].

In this paper, we look into the problem of TTC estimation using an event-
based camera. We focus on predicting a potential collision from event data given
the presence of a leading vehicle as a prior. Our goal is to obtain accurate TTC
estimates at an ultra framerate by leveraging the asynchronous characteristic
and high temporal resolution of event cameras. As illustrated in Fig. 1, the
image size of the leading vehicle varies when there is a relative speed between
the leading vehicle and the observer. Such a scale variation induces an optical
flow field of radial expansion (or contraction), and meanwhile a set of events
are triggered as those contours expand (or contract). Ideally, the TTC can be
derived from the divergence of this flow field [25]. However, recovering the full
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flow field from event data is not trivial and even intractable because event data
report only photometric variations along local gradient directions. To this end,
we propose a geometric method that can recover the TTC from the profile of
event-based normal flow. Specifically, the contribution of this paper consists of:

– A time-variant affine model, derived from the dynamics of contour points,
that accurately guides the warping of events in the spatio-temporal domain.

– A robust linear solver based on the proposed geometric measurement that
can overcome the partial observability of event-based normal flow.

– A nonlinear solver that further refines the resulting model via a spatio-
temporal registration process, in which efficient and accurate data associa-
tion is established by using an ingeniously modified representation of events,
i.e., linear time surfaces.

Outline: The rest of the paper is organized as follows. Section 2 gives a
literature review on the development of TTC techniques. Section 3 discloses the
proposed event-based method for TTC estimation. Our method is evaluated in
Sec. 4 and conclusions are drawn in Sec. 5.

2 Related Work

2.1 History of TTC Estimation

The earliest work in regards to TTC estimation can date back to the 1980s.
D.N.Lee claimed that TTC was widely used in nature, such as birds’ landing [15],
and he also argued that TTC could provide enough information for a driver to
adjust the velocity w.r.t obstacles [14]. The connection between the TTC and the
2D motion (optical flow) field is first disclosed in [25], which derives the TTC
from the motion field’s divergence and realizes obstacle avoidance. Successive
work [22, 23] prove that the first-order visual models are sufficient to obtain
TTC estimates, and [22] further demonstrates that normal flow is enough to
recover the divergence as long as the displacement between the successive frames
is small. Since then, a large number of similar ideas have been witnessed [28,35,
36], including some variants that leverage the scale variation of features [5, 24].
More recently, learning approaches have been applied to solve the TTC problem.
[20] proposes an end-to-end deep learning approach that directly estimates the
time to collision using a sequence of images as input. [2] formulates the TTC
problem (on multiple obstacles) as a pixel-level multiple binary classification
task for different TTC thresholds. Although modern state-of-the-art solutions
have pushed a remarkable step forward in terms of computational efficiency,
the latency that originates from the sensing end (i.e., frame-based cameras) still
exists. The only way to circumvent this bottleneck is to bring in sensors that have
a higher temporal resolution to sense at the same rate as the scene dynamics.

2.2 Tryouts with Event-based Cameras

The research on the TTC problem, or more generally speaking, obstacle avoid-
ance using event-based vision has received large attention from the community
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of robotics [8,31,32,37] and neuromorphic engineering [4]. Inspired by methods
using standard cameras, most event-based solutions are built on top of optical
flow from event data [1, 3, 19, 43, 44]. Among the flow-based methods, we find a
major category [4,6], which typically starts with localizing the Focus of Expan-
sion (FOE) by increasingly shrinking the intersection area of multiple negative
half-planes. These methods facilitate UAV heading and TTC estimation in the
presence of marking lines. However, the generalizability of TTC estimation is
hindered by the specific conditions it relies on (i.e., requiring marking lines),
and its accuracy is notably influenced by the imprecisely estimated FOE. Be-
sides, it’s also worth mentioning that a parametric model of events’ motion can
be regressed from event data without explicitly solving the optical flow prob-
lem. A unifying contrast maximization framework presented in [10], also known
as Contrast Maximization (CM), can fit a family of geometric models on event
data without explicit data association, such as features and optical flow. Given
the resulting geometric model (e.g., an affine model), the TTC can be easily
recovered using the derivation in [22,23,25]. Such pipelines have been witnessed
in [21,34]. Our method is similar to [21] in the sense that we also leverage the fact
that TTC is the inverse of the radial flow field’s divergence, but with differences:
(i) Our geometric model is more general and can handle 2D planar translation,
while [21] makes a simplification for competitive running time; (ii) Our model
fitting method via spatio-temporal registration is more efficient than CM-based
pipelines due to the least-squares nature; (iii) We provide a robust linear solver
for initialization, which locates the convergence basin in a closed-form manner.

3 Methodology

In this section, we first state the specific problem solved in this work (Sec. 3.1).
Second, we introduce a time-variant geometric model, derived from the real dy-
namics of contour points, that accurately guides the warping of events (Sec. 3.2).
Third, we detail the method for geometric model fitting on event data via solving
a spatio-temporal registration problem, in which a novel representation of events
is proposed for efficient and accurate data association (Sec. 3.3). To initialize,
we also propose a robust linear solver, which is based on a novel geometric mea-
surement that overcomes the partial observability of event-based normal flow
(Sec. 3.4). Finally, the design of a complete forward collision warning (FCW)
system built on top of the proposed event-based method is discussed (Sec. 3.5).

3.1 Problem Statement

Given the identification result of a preceding vehicle as a prior, the goal of this
work is to estimate the TTC during the blind period of the standard camera (i.e.
the time interval between two successive exposures) using event data as input.
The presence of relative speed between the proceeding vehicle and the observer
leads to a size variation of the former on the observer’s image plane, and such a
zoom-in or zoom-out behavior of the car’s contours will trigger a set of events.



Event-Aided Time-to-Collision Estimation for Autonomous Driving 5

The TTC information is encoded in the flow field of these contour points, which
can be typically parametrized using a geometric model. Our method estimates
the TTC by fitting such a parametric model on event data.

3.2 A Flow-Dynamics Consistent Geometric Model

Consider a proceeding vehicle followed by an observer running in the same lane. If
the relative instantaneous angular velocity and linear velocity between them are
denoted in the observer’s body frame as Bω = [ωx, ωy, ωz]

T and Bν = [νx, νy, νz]
T,

respectively, the scene flow of a 3D contour point BP = [X,Y, Z]T will be
˙BP = −Bω × BP − Bν . Let p = [x, y]T = [X/Z, Y/Z]T be the image of P rep-

resented by the normalized coordinates.
Usually, the relative angular velocity can be omitted in our context and it’s

also reasonable to assume a constant relative linear velocity during a short time
interval. Some existing methods [28,35,36] using as input the optical flow (or 2D
feature correspondences) between two frames further assume a constant optical
flow, and thus, the flow vector from start time t0 to reference time tref becomes

p(tref)− p(t0) =
1

Z(t0)

[
−νx + x(t0)νz
−νy + y(t0)νz

]
(tref − t0). (1)

This gives rise to a constant parametric flow model, e.g . an affine transformation
[36], and the TTC can be simply calculated from the model parameters [12] (p.
383). However, such a strong assumption may violate the time-variant nature of
the flow field, especially when the relative distance varies notably within a short
period of time. The key to the problem of geometric model fitting on event data
is applying an accurate model. Therefore, we propose a time-variant parametric
model derived from the real dynamics of the flow field.

Written in a continuous-time form, the optical flow u can be defined as the
ordinary differential equation (ODE) of p,

u(t)
.
= ṗ(t) =

[
ẋ(t)
ẏ(t)

]
=

1

Z(t)

[
−νx + x(t)νz
−νy + y(t)νz

]
, (2)

based on which the position of p at tref can be accurately obtained by the
following integral: p(tref) =

∫ tref
t0

u(t)dt+ p(t0). By solving the above ODE and
substituting the boundary condition at tref into its general solution, we obtain

p(tref) =
1

Z(tref)

[
−νx + x(t0)νz
−νy + y(t0)νz

]
︸ ︷︷ ︸

A(p(t0); ν/Z(tref))

(tref − t0) + p(t0), (3)

where A(p(t0);ν/Z(tref)) consists of a time-variant affine model and can be
regarded as the average flow during the time interval. Note that the only dif-
ference between Eq. 3 and Eq. 1 is replacing Z(t0) with Z(tref ). This small
change leads to a more accurate geometric model, which is crucial to the fol-
lowing spatio-temporal registration. A justification of this can be found in the
supplementary material.
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3.3 Model Fitting via Spatio-Temporal Registration

Our goal is to recover the above mentioned geometric model through inferring
the event data association, namely determining implicitly which of these events
are triggered by the same contour point. Such an operation is typically referred to
as spatio-temporal registration 1, which has been widely applied to event-based
model fitting tasks, such as 3D rotation estimation [18], 6D pose estimation [41]
and motion segmentation [40].

We borrow the general idea of spatio-temporal registration to the problem
of fitting an affine model. Instead of using Time Surfaces (TS), an image-like
representation of event data in [17, 41], we propose a linear counterpart called
Linear Time Surface (LTS). Different from the ordinary TS, an LTS stores the
time difference between reference time tref and the timestamp of the event trig-
gered closest to tref . As is known, each event ek = (xk, tk, pk) consists of the
space-time coordinates at which a certain amount of intensity change occurred
and the sign (polarity pk ∈ {+1,−1}) of the change. If the set of events triggered
at pixel coordinate x is denoted by Ex, the LTS rendered at an arbitrarily given
time, e.g ., tref, is defined by

T (x, tref) =

tk − tref, k = argmin
i for ei∈Ex

|ti − tref| if Ex ̸= ∅

0 otherwise.
(4)

Note that x denotes the raw pixel coordinate, and it can be easily transferred to
the normalized coordinate system (i.e. p used across the paper) with intrinsic
parameters.

As illustrated in Fig. 2, the proposed LTS is, on one hand, similar to TS in
the sense that it also comes with the property of distance field, which enables us
to establish event-contour association efficiently. On the other hand, as shown in
Fig. 3, the proposed LTS enhances the continuity of the distance field’s gradient
in a different way. Unlike [41] that circumvents the unilateral truncation of TS’s
gradient with a smoothing kernel, LTS simply sets reference time tref as the

(a) Time Surface [40,41]. (b) Linear Time Surface.

Fig. 2: Illustration of two image-like representations of event data. (a) The Time Sur-
face with exponential decay used in [40, 41]; (b) The proposed Linear Time Surface.
The applied color system is explained by the adjacent color bar.

1Generally speaking, any approach that establishes data association by leveraging
information from the spatio-temporal domain falls into this category of methods.
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(a) Raw event observations. (b) Time Surface. (c) Linear Time Surface.

Fig. 3: Comparison on characteristics of TS and LTS. (a) Events are triggered in
the spatio-temporal domain as six straight lines traversing at different speeds. (b)
The generated TS is an unsigned distance transform, and the gradient at the current
position of contours is truncated unilaterally. (c) The generated LTS is a signed distance
transform, and the gradient at the current position of contours is continuous by nature.

median timestamp of all involved events. Such a design brings two benefits: 1)
The true location of contour points at reference time is not shifted, and thus, no
bias is witnessed in the registration result; 2) The resulting distance transform
becomes a signed function that leads to more accurate registration results [42].

The spatio-temporal registration problem is ultimately formulated as follows.
Let E be the involved events2. Assuming the LTS at tref is available, denoted
by Tref, the goal is to find the optimal affine model such that all involved events
would be warped properly to the zero-value locations of Tref. The overall objec-
tive function of the spatio-temporal registration is

a⋆ = argmin
a

∑
ek∈E

Tref(W (pk, tk, tref;a))
2, (5)

where a
.
= ν

Z(tref)
= [ax, ay, az]

T, and the warping function

W (pk, tk, tref;a)
.
= A(pk;a)(tref − tk) (6)

transfers events to the common reference time tref. To enhance the smoothness
of the object function, we smooth the LTS using a bilateral filter with a Gaussian
kernel. Besides, an efficient bilinear-interpolation operation is performed to deal
with the sub-pixel coordinates in the warping computation of each residual term.
To guarantee the success of Eq. 5, we propose an initialization method that
effectively provides an starting point within the convergence basin.

3.4 Initialization

The motion flow equation (Eq. 1) provides a possibility to conduct efficient geo-
metric model fitting using optical flow as input measurements. However, event-
based optical flow estimation is an ill-posed problem that is more serve than
its standard-vision counterpart. This is due to the partial observability of event

2Involved events are those extracted from the spatio-temporal volume of interest.
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cameras, where events can only be stimulated when the photometric gradient
direction is not orthogonal to the epipolar line. Thus, the recovered motion flow
estimate from event data, typically referred to as normal flow, is just the full
flow’s partial component along the local gradient direction. Consequently, the
linear system (Eq. 1) established using raw normal flows as alternative measure-
ments does not guarantee a correct fitting result. Actually, as will be seen in the
following analysis, the more the normal flows differ from the full flows, the less
accurate the result of model fitting.

To circumvent such a limitation of normal flow, we develop a more effective
geometric measurement based on the following fact: The inner product of the
full flow vector and the normal flow vector equals to the squared norm of the
normal flow vector. Using as an example the event stimulated at pixel location
pk and by time tk, the full flow vector could be calculated with Eq. 1, and the
above fact is written as

1

Zk

[
−νx + xkνz
−νy + ykνz

]T
nk = nT

knk, (7)

where n = [nx, ny]
T denotes the normal flow. By simply replacing 1

Z(tk)
with

Z(tref)
Z(tref)Z(tk)

in Eq. 7 and with some straightforward derivations, we can build the
linear system with state vector a as, nk,x

nk,y

(δtknk − pk)
Tnk

T axay
az

 = −nT
knk, (8)

where δtk
.
= tref − tk, and nk,{·} denotes the {·} component of nk. A minimal

solver of Eq. 8 requires three measurements, and we use RANSAC [9] for robust
estimation.

We show the benefit of using the proposed geometric measurement with a
toy example. As shown in Fig. 4a, we simulate a number of contour points

x

y

NF
OF

(a) A toy example of radially ex-
panding contour points.

NF
Ours

OF

x

y

(b) Energy curves of model fitting
using different measurements.

Fig. 4: An analysis on performing spatio-temporal registration using different measure-
ments, including (i) optical flow (OF), (ii) normal flow (NF), and (iii) our proposed
geometric measurement, respectively. Note that only one dimension of the estimated
parametric model is visualized in (b) for simplicity.
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Fig. 5: Flowchart of the proposed FCW system. Key modules of the system consist of
the vehicle detection module (green), the LTS rendering module (brown), the robust
linear solver (red), and the spatio-temporal registration (purple).

(yellow) undergoing a 2D radial expansion. The true correspondences (green)
can be obtained by searching along the full optical flow vectors (blue), while the
purple points representing potential correspondences determined by the normal
flow vectors (red). Note that some of the normal flows overlap with the full ones,
and such a case can only be witnessed when the local gradient direction is in
parallel to the full flow vector. We compare the results of model fitting using
different measurements, including (i) full optical flow, (ii) normal flow, and (iii)
the proposed geometric measurement. As shown in Fig. 4b, (i) and (iii) return
identical model fitting results, while a bias is seen in the result of (ii).

3.5 Event-Aided Forward Collision Warning System

We build an event-aided FCW system on top of the proposed algorithms and a
vehicle detection method. The established FCW system takes as input raw events
and intensity images3 from either a DAVIS [16] sensor or a hybrid camera system
made up of a frame-based camera, an event camera, and a beamsplitter [11].
The FCW system manages to output TTC estimates at an ultra framerate. An
overview of the FCW system is given in Fig. 5, in which the key modules are
highlighted with rectangles in different colors. Each module takes at least one
independent thread and the implementation details are provided in Sec. 4.1.

4 Experiments

The implementation detail of each core module of the FCW system is first dis-
cussed (Sec. 4.1). Second, we introduce the datasets used for evaluation (Sec. 4.2).
Finally, both qualitative and quantitative evaluations are performed (Sec. 4.3),
followed with an analysis on the computational performance (Sec. 4.4).

4.1 Implementation Details

Identification of Leading Vehicles. Although identifying leading vehicles is
not the focus of this paper, we do need approaches to detect and keep tracking

3Note that intensity images are used only for identifying the leading vehicle.
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LTS LTS LTS LTS LTS LTS

Image

Bounding Box

Predicted Bounding Box

LTS Rendering

Event

Fig. 6: Illustration of the adaptive LTS rendering.

the leading vehicle in the image plane. To this end, we utilize YOLO v5 [13] plus
DeepSort [39] that constantly detect and locate the leading vehicle with a bound-
ing box. The information of bounding box is not only used for indicating the
presence of a leading vehicle but also restricting the size of the spatio-temporal
volume from which the involved events are extracted.

Rendering of LTS. To rationally allocate computational resources while
preserving the success of spatio-temporal registration, we adopt an asynchronous
strategy for rendering the LTS. Specifically, the LTS is rendered adaptively ac-
cording to the expansion rate of the bounding box. To this end, we propose a
simple and effective way to predict the bounding box (i.e., size and location) at
anytime by utilizing the latest bounding box and affine model. Consequently, as
an example shown in Fig. 6, the frequency of LTS rendering increases adaptively
when the two vehicles get closer with no deceleration.

Robust Sampling. Although most of the background events are excluded by
the bounding box, we still need a sampling strategy that further resists noises
and outliers. To this end, we calculate the first-order and second-order image
gradients of the LTS. Events will be reserved on the condition that the first-
order gradient’s magnitude is larger than 1 × 10−5, and the second-order one’s
magnitude is lower than 1× 10−3.

Hyperparameters. We implement our robust linear solver on top of a stan-
dard RANSAC framework. Specifically, the maximum number of iterations is set
to 300, and the inlier ratio is 0.9. As for the nonlinear spatio-temporal registra-
tion, we apply the Levenberg-Marquardt (LM) algorithm to iteratively solve
Eq. 5. Once initialized, 10 iterations are typically enough for convergence.

4.2 Datasets

Three datasets are used to evaluate our method, and all these datasets capture
scenarios featuring a leading vehicle followed by the host vehicle driving in the
same lane. The first one is a fully synthetic dataset created using CARLA [7],
an open-source simulator for urban and suburban driving (see Fig. 7a). We
synthesize a hetero system that consists of a standard RGB camera and an event-
based camera, which share identical intrinsic and extrinsic parameters (w.r.t the
body coordinate of the host vehicle). The synthetic dataset consists of three
subsets featuring different motion patterns, scenes, and different types of leading
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(a) Synthetic dataset. (b) Small-scale test platform. (c) Multi-sensor suite.

Fig. 7: Illustration of our datasets and devices for data collection. (a): A selected snap-
shot of the synthetic dataset, on each side of which the intensity information and the
events (with a naive accumulation) are illustrated, respectively. (b) The configuration
of the small-scale test platform. (c) The multi-sensor suite mounted on a car.

vehicles (e.g . Sedan, SUV, and Van, etc.). The second dataset is obtained by
using a small-scale test platform that simulates the configuration of the TTC
task (see Fig. 7b). The platform contains a hybrid optic system and a motorized
slider. The hybrid optical system, mounted on the slider, consists of a standard
camera, an event camera, and a beamsplitter. By spliting the incoming ray into
two directions, the beamsplitter ensures both cameras share the same field of
view. The position and the velocity of the slider can be controlled to emulate the
relative motion between the leading vehicle (a model car) and the observer, and
thus, the groundtruth TTC can be easily obtained. The third dataset, denoted
by FCWD, consists of real data collected using a multi-sensor suite (including
a pair of standard cameras, a pair of event cameras, and a LiDAR) as shown in
Fig. 7c. The multi-sensor suite is mounted on the host vehicle that approaches
the leading one at different speed. The groundtruth TTC can be obtained by
differentiating the LiDAR data between the two cars. The characteristics of each
dataset can be found in Table. 1, and are detailed in the supplementary material.

4.3 Quantitative and Qualitative Evaluation

To prove the effectiveness of the proposed geometric measurement, we first com-
pare the performance of our initialization method using as measurements the
normal flow (NF), the optical flow (OF), and the proposed geometric measure-
ment (Ours), respectively. Note that the normal flows are estimated from event

Table 1: Characteristics of our datasets.

Dataset Name Platform Terrain Sensor
Motion

Event
Cameras

RGB
Cameras

Total
Sequences

Synthetic CARLA Urban
Suburban

Const. Vel
Acceleration

CARLA DVS
640× 480

CARLA RGB
640× 480

21

Slider Rail & Slider Indoor Const. Vel inivation DVXplorer
640× 480

DAHENG MER2
1440× 1080

3

FCWD Car Urban Normal Driving Prophesee EVKv4 ×2
1280× 720

FLIR Blackfly S ×2
1920× 1200

3
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(a) Statistics of TTC results. (b) Event alignment result.

Fig. 8: Comparison of our initialization method using different measurements. (a):
Statistics of the relative TTC error from different methods illustrated with a box plot.
The boxes and whiskers of NF’s results are not shown completely for compactness. (b):
Results of event alignment (in the format of images of warped events) with models
fitted using NF (left) and the proposed geometric measurement (right), respectively.

Table 2: Quantitative evaluation on synthetic data.

Method Suburban_Const_Vel Urban_Const_Vel Suburban_Acc
eTTC Runtime (s) eTTC Runtime (s) eTTC Runtime (s)

CMax [10] 3.76% 1.37 6.80% 0.94 5.06% 1.32
Our Init + CMax [10] 3.25% 0.82 5.87% 0.54 4.03% 0.68
FAITH [6] 88.6% 0.208 60.3% 0.176 87.2% 0.155
Image’s FoE [36] 7.80% 0.037 8.46% 0.039 8.59% 0.037
ETTCM [26] 7.88% 0.031 8.43% 0.034 7.90% 0.029
Ours 4.29% 0.009 4.78% 0.008 3.58% 0.01

data using the method in [3], and the optical flows are approximated by us-
ing feature correspondences on intensity images4. We run the three initializers
on all sequences of the synthetic data and analyze the statistics of the results.
For quantitative evaluation, we use as metric the relative TTC error, defined as
eTTC = | tgt−test

tgt
|×100%, where tgt denotes the GT TTC value and test the esti-

mated TTC value. As shown in Fig. 8a, our initializer is on par with the OF-based
one, and both outperform remarkably the NF-based one. Besides, we compare the
resulting geometric models by illustrating the spatially-and-temporally aligned
events. As seen in Fig. 8b, the model fitted using our geometric measurement
leads to better alignment of events and a higher contrast.

We also compare our method against several alternative solutions in terms
of TTC accuracy and computational efficiency. Methods used for comparison
consist of the CMax method [10], an improved version of CMax initialized using
our initializer, an event-based method (FAITH [6]) based on Focus of Expansion
(FoE) estimation, an image-based method (Image’s FoE [36]) that also uses FoE
estimation, and an open-source event-based method called ETTCM [26].

We report the average value of eTTC and runtime of each method. As shown
in Table. 2 and Table. 3, CMax and its initialized version generally achieve the

4Note that intensity images are used only for providing full optical flow in the
comparison, and they are not available in our method for geometric model fitting.
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Table 3: Quantitative evaluation on real data.

Method Slider_500 Slider_750 Slider_1000
eTTC Runtime (s) eTTC Runtime (s) eTTC Runtime (s)

CMax [10] 4.18% 0.90 4.16% 0.85 2.74% 0.93
Our Init + CMax [10] 4.18% 0.63 4.15% 0.76 2.74% 0.57
FAITH [6] 37.58% 0.151 34.45% 0.186 47.94% 0.233
Image’s FoE [36] 12.37% 0.013 11.35% 0.013 7.55% 0.012
ETTCM [26] 16.12% 0.405 18.99% 0.498 15.20% 0.191
Ours 10.02% 0.017 8.95% 0.015 12.43% 0.016

Method FCWD 1 FCWD 2 FCWD 3
eTTC Runtime (s) eTTC Runtime (s) eTTC Runtime (s)

CMax [10] 2.42% 2.53 2.39% 3.12 3.04% 3.34
Our Init + CMax [10] 2.33% 1.94 2.26% 2.38 2.97% 2.59
FAITH [6] 25.49% 0.214 27.91% 0.203 39.15% 0.210
Image’s FoE [36] 5.39% 0.017 5.70% 0.018 6.02% 0.017
ETTCM [26] 15.52% 0.307 18.45% 0.282 19.08% 0.295
Ours 9.84% 0.017 11.55% 0.023 14.09% 0.025

best accuracy. This is because CMax uses all events within the spatio-temporal
volume defined by the bounding box, enhancing accuracy with a better signal-
to-noise ratio. However, the non-least-squares nature of CMax results in high
computation complexity, making it unsuitable for real-time applications like
TTC estimation (e.g ., it takes CMax 3 s to return an result from 2e5 events
occurred during an interval of 18 ms). FAITH shows a potential for real-time
applications. However, its success heavily relies on the sense that the normal
flow distributed uniformly around the FoE. Additionally, simply using normal
flow as a replicate of optical flow leads to inaccurate TTC estimation results.
The Image’s FoE method performs normally good in terms of both metrics.
However, it requires two successive images as input, and the runtime reported
does not consider the time interval between two successive exposures (30 ∼ 100
ms). This system latency induced by standard cameras can be a fatal delay to
online control and decision making. As an event-based incremental methodol-
ogy, ETTCM does not scale well with input data generated per unit time. Our
method outperforms ETTCM in both metrics. Thanks to the robust sampling
strategy and efficient initializer, our method achieves stable runtime in various
scenarios. Since the input of each method is different, it is hard to set a criterion
for counting runtime in an absolutely fair manner. Most methods for comparison
are run with default parameters. Some of the event-based methods (e.g ., CMax )
need a fine tune on the number of events used according to the spatial resolu-
tion of the event camera used. The mean runtime is reported for each sequence,
and detailed configuration of each method can be found in the supplementary
material. In conclusion, our method balances accuracy and efficiency.

In addition, we also conduct an experiment to investigate how sensitive our
method is to the lateral offset of the preceding vehicle. We add a range of lateral
offsets (i.e., [−4, 4] m) to the preceding vehicle in our synthetic dataset, and
evaluate the performance of our TTC method. As seen in Fig. 9, the relative
TTC error is always below 10% as long as the lateral offset is smaller than 3
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Fig. 9: Sensitivity analysis on the lat-
eral offset of the preceding car.

Node ( #Threads) Function Time (ms)

Vehicles
Identification (GPU)

Yolov5 11

DeepSort 6
Data Pre-processing (1) LTS Rendering 1 - 3

Initialization
& Reset (1)

Robust Sampling 5

Linear Solver 10
Spatio-Temporal
Registration (1)

Non-Linear Solver 5 - 10

Table 4: Computational performance.

m, indicating that our method has certain robustness against violation of the
assumption on application scenarios.

4.4 Computational Performance

The proposed FCW system is implemented in C++ on ROS and runs in real-
time on a laptop with an AMD Ryzen 5800H CPU and an NVIDIA RTX 3060
GPU. GPU is only used for Vehicles Identification node. The computational
performance of each node is summarized in Table. 4. Note that these numbers
reported are obtained when using an RGB camera (1440× 1080 pixels) and an
event camera (640× 480 pixels). Every node takes one independent thread, and
their runtime are listed in the right-most column. As observed in our experi-
ments, the initialization is usually applied only once, and all subsequent updates
can be done by constantly calling the spatio-temporal registration. Thus, our
system can output TTC up to 200 Hz.

It is also worth mentioning that the advantage of our method is not only
in terms of computation efficiency, but also in terms of system latency. If the
exposure time of a standard camera is ignored, the latency of pure image-based
methods consists of the time interval between two successive exposures (e.g.,
33 ms for a 30-fps camera), and the computation time (e.g., 40 ms by [28, 36]).
The overall system latency is 73 ms. For our method, the average latency of our
algorithm is mainly caused by the computation time (5-10 ms once initialized),
indicating a great potential for handling sudden variations in relative speed.

5 Conclusion

This paper proposes an event-based method for estimating the time to a poten-
tial collision with a preceding vehicle. To the best of our knowledge, this is the
first event-based TTC solution for autonomous/assisted driving scenarios. The
proposed two-step approach can estimate efficiently the TTC via fitting a geo-
metric model to raw event data. Experiments demonstrate the effectiveness of
the proposed method on both synthetic and real data, showing that our method
has the best overall performance in terms of accuracy and speed. We will release
the software together with the datasets to the community and wish that the work
will serve as a benchmark for future research on event-based TTC estimation.
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